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ABSTRACT 

The present review should extensively be discussed on an international level to reach a consensus on the extent of 

validation experiments and on acceptance criteria for validation parameters of bioanalytical methods in forensic clinical 

toxicology. The field of pharmacokinetic (PK) studies for registration of pharmaceuticals was discussed previously. Therefore, 

the most important analytical findings and validation parameters were discussed here 
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INTRODUCTION 

The reliability of analytical findings is a matter of 

great importance in forensic and clinical toxicology, as it is 

of course a prerequisite for correct interpretation of 

toxicological findings. Unreliable results might not only be 

contested in court, but could also lead to unjustified legal 

consequences for the defendant or to wrong treatment of 

the patient. The importance of validation, at least of routine 

analytical methods, can therefore hardly be overestimated. 

This is especially true in the context of quality 

management and accreditation, which have become 

matters of increasing importance in analytical toxicology 

in the recent years. This is also reflected in the increasing 

requirements of peer-reviewed scientific journals 

concerning method validation. Therefore, this topic should 

extensively be discussed on an international level to reach 

a consensus on the extent of validation experiments and on 

acceptance criteria for validation parameters of 

bioanalytical methods in forensic toxicology. In the last 

decade, similar discussions have been going on in the 

closely related field of pharmacokinetic (PK) studies for 

registration of pharmaceuticals. This is reflected by a 

number of publications on this topic in the last decade, of 

which the most important are discussed here. 

 

Terminology 

The first problem encountered when studying 

literature on method validation is the different sets of 

terminology employed by different authors. A detailed 

discussion of this problem can be found in the two papers 

of Hartmann et al. [5, 6]. In their review [6], it was 

proposed to adhere in principle to the terminology 

established by the ICH [7], except for accuracy, for which 

the use of a more differentiated definition was 

recommended (cf. 4.3.). However, the ICH terminology 

lacked a definition for stability, which is an important 

parameter in bioanalytical method validation. Furthermore, 

the ICH definition of selectivity did not take into account 

interferences, that might occur in bioanalysis (e.g. from 

metabolites). For both parameters, however, reasonable 

definitions were provided by Conference Report II [14]. 

 

Validation parameters 

There is a general agreement, that at least the 

following validation parameters should be evaluated for 

quantitative procedures: selectivity, calibration model, 

stability, accuracy (bias, precision) and limit of 

quantification. Additional parameters which might have to 

be evaluated include limit of detection, recovery, 

reproducibility and ruggedness (robustness) [1-4, 6, 11, 13, 

14, 17]. 

 

Specificity 

In the Conference Report II, selectivity was 

defined    as   follows:   Selectivity   is   the   ability  of  the  
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bioanalytical method to measure unequivocally and to 

differentiate the analyte(s) in the presence of components, 

which may be expected to be present. Typically, these 

might include metabolites, impurities, degradants, matrix 

components, etc. [14]. This definition is very similar to the 

one established by the ICH [7], but takes into account the 

possible presence ofmetabolites, and is therefore more 

applicable for bioanalytical methods.There are two points 

of view on when a method should be regarded to be 

selective. One way to establish method selectivity is to 

prove the lack of response in blank matrix [1-4, 6, 8, 10-

14, 17]. The requirement established by the Conference 

Report [13] to analyze at least six different sources of 

blank matrix has become state of the art. However, this 

approach has been subject to criticism in the review of 

Hartmann et al., who stated from statistical considerations, 

that relatively rare interferences will remain undetected 

with a rather high probability [6]. For the same reason, 

Dadgar et al. proposed to evaluate at least 10-20 sources of 

blank samples [3]. However, in the Conference Report II 

[14], even analysis of only one source of blank matrix was 

deemed acceptable, if hyphenated mass spectrometric 

methods are used for detection. 

The second approach is based on the assumption 

that small interferences can be accepted as long as 

precision and bias remain within certain acceptance limits. 

This approach was preferred by Dadgar et al. and 

Hartmann et al. [3, 6]. Both authors proposed analysis of 

up to 20 blank samples spiked with analyte at the lower 

limit of quantification (LLOQ) and, if possible, with 

interferents at their highest likely concentrations. In this 

approach, the method can be considered sufficiently 

selective if precision and accuracy data for these LLOQ 

samples are acceptable.  

Whereas the selectivity experiments for the first 

approach can be performed during a prevalidation phase 

(no need for quantification), those for the second approach 

are usually performed together with the precision and 

accuracy experiments during the main validation phase. At 

this point it must be mentioned, that the term specificity is 

used interchangeably with selectivity, although in a strict 

sense specificity refers to methods, which produce a 

response for a single analyte, whereas selectivity refers to 

methods that produce responses for a number of chemical 

entities, which may or may not be distinguished [10]. 

Selective multianalyte methods (e.g. for different drugs of 

abuse in blood) should of course be able to differentiate all 

interesting analytes from each other and from the matrix. 

 

Calibration model 

The choice of an appropriate calibration model is 

necessary for reliable quantification. Therefore, the 

relationship between the concentration of analyte in the 

sample and the corresponding detector response must be 

investigated. This can be done by analyzing spiked 

calibration samples and plotting the resulting responses 

versus the corresponding concentrations. The resulting 

standard curves can then be further evaluated by graphical 

or mathematical methods, the latter also allowing statistical 

evaluation of the response functions. Whereas there is 

general agreement that calibration samples should be 

prepared in blank matrix and that their concentrations must 

cover the whole calibration range, recommendations on 

how many concentration levels should be studied with how 

many replicates per concentration level differ significantly 

[1, 2, 4, 6, 11, 14, 17]. In the Conference Report II, "a 

sufficient number of standards to define adequately the 

relationship between concentration and response" was 

demanded. Furthermore, it was stated that at least five to 

eight concentrationlevels should be studied for linear and 

maybe more for non-linear relationships [14]. However, no 

information was given on how many replicates should be 

analyzed at each level. The guidelines established by the 

ICH and those of the Journal of Chromatography B also 

required at least five concentration levels, but again no 

specific requirements for the number of replicates at each 

level were given [8, 11]. Causon recommended six 

replicates at each of six concentration levels, whereas 

Wieling et al. used eight concentration levels in triplicate 

[2, 17]. 

Based on studies by Penninckx et al. [16], 

Hartmann et al. proposed in their review to rather use 

fewer concentration levels with a greater number of 

replicates (e.g. four evenly spread levels with nine 

replicates) [6]. This approach not only allows the reliable 

detection of outliers, but also a better evaluation of the 

behaviour of variance across the calibration range. The 

latter is important for choosing the right statistical model 

for the evaluation of the calibration curve. The often used 

ordinary least squares model for linear regression is only 

applicable for homoscedastic data sets (constant variance 

over the whole range), whereas in case of 

heteroscedasticity (significant difference between 

variances at lowest and highest concentration levels) the 

data should mathematically be transformed or a weighted 

least squares model should be applied [1, 2, 6, 14, 17]. 

Usually, linear models are preferable, but, if necessary, the 

use of non-linear models is not only acceptable but even 

recommended. However, more concentration levels are 

needed for the evaluation of non-linear models than for 

linear models [6, 13,14]. 

After outliers have been purged from the data and 

a model has been evaluated visually and/or by e.g. residual 

plots, the model fit should also be tested by appropriate 

statistical methods [6]. The fit of unweighted regression 

models (homoscedastic data) can be tested by the ANOVA 

lack-of-fit test [6, 17]. A detailed discussion of alternative 

statistical tests for both unweighted and weighted 

calibration models can be found in ref. [16]. The 

widespread practice to evaluate a calibration model via its 

coefficients of correlation or determination is not 

acceptable from astatistical point of view [6]. However, 
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one important point should be kept in mind when 

statistically testing the model fit: The higher the precision 

of a method, the higher the probability to detect a 

statistically significant deviation from the assumed 

calibration model [6, 10, 17]. Therefore, the relevance of 

the deviation from the assumed model must also be taken 

into account. If the accuracy data (bias and precision) are 

within the required acceptance limits and an alternative 

calibration model is not applicable, slight deviations from 

the assumed model may be neglected [6, 17]. Once a 

calibration model has been established, the calibration 

curves for other validation experiments (precision, bias, 

stability etc.) and for routine analysis can be prepared with 

fewer concentration levels and fewer or no replicates [6, 

17]. 

 

Accuracy 

The accuracy of a method is affected by 

systematic (bias) as well as random (precision) error 

components. [5, 6] This fact has been taken into account in 

the definition of accuracy as established by the 

International Organization for Standardization (ISO) [9]. 

However, it must be mentioned, that accuracy is often used 

to describe only the systematic error component, i.e. in the 

sense of bias [17]. In the following, the term accuracy will 

be usedin the sense of bias, which will be indicated in 

brackets. 

 

Bias 

According to ISO, bias is the difference between 

the expectation of test results and an accepted reference 

value [9]. It may consist of more than one systematic error 

component. Bias can be measured as a percent deviation 

from the accepted reference value. The term trueness 

expresses the deviation of the mean value of a large series 

of measurements from the accepted reference value. It can 

be expressed in terms of bias. Due to the high workload of 

analyzing such large series, trueness is usually not 

determined during method validation, but rather from the 

results of a great number of quality control samples (QC 

samples) during routine application. 

 

Precision 

According to ICH, precision is the closeness of 

agreement (degree of scatter) between a seriesof 

measurements obtained from multiple sampling of the 

same homogenous sample under the prescribed conditions 

and may be considered at three levels: repeatability, 

intermediate precision and reproducibility [7]. Precision is 

usually measured in terms of imprecision expressed as an 

absolute or relative standard deviation and does not relate 

to reference values. 

 

Repeatability 

Repeatability expresses the precision under the 

same operating conditions over a short interval of time. 

Repeatability is also termed intra-assay precision [7]. 

Repeatability is sometimes also termed within-run or 

within-day precision. 

 

Intermediate precision 

Intermediate precision expresses within-

laboratories variations: different days, different analysts, 

different equipment etc. [7]. The ISO definition used the 

term "M-factor different intermediate precision", where the 

M-factor expresses the number of factors (operator, 

equipment or time) that differ between successive 

determinations [9]. Intermediate precision is sometimes 

also called between-run, between-day or inter-assay 

precision. 

 

Reproducibility 

Reproducibility expresses the precision between 

laboratories (collaborative studies, usuallyapplied to 

standardization of methodology) [7]. Reproducibility only 

has to be studied, if amethod is supposed to be used in 

different laboratories. Unfortunately, some authors also 

used the term reproducibility for within-laboratory studies 

at the level of intermediate precision [2, 11]. This should, 

however, be avoided in order to prevent confusion. As 

already mentioned above precision and bias can be 

estimated from the analysis of QC samples under specified 

conditions.  

As both precision and bias can vary substantially 

over the calibration range, it is necessary to evaluate these 

parameters at least at three concentration levels (low, 

medium, high) [6, 8, 10, 13, 14]. In the Conference Report 

II, it was further defined that the low QC sample must be 

within three times LLOQ [14]. The Journal of 

Chromatography B requirement is to study precision and 

bias at two concentration levels (low and high), whereas in 

the experimental design proposed by Wieling et al. four 

concentration levels (LLOQ, low, medium, high) were 

studied [11, 17]. Causon also suggested to estimate 

precision at four concentration levels [2]. Several authors 

have specified acceptance limits for precision and/or 

accuracy (bias) [1, 2, 11, 13, 14]. The Conference Reports 

required precision to be within 15% relative standard 

deviation (RSD) except at the LLOQ where 20% RSD is 

accepted. Bias is required to be within ±15% of the 

accepted true value, except at the LLOQ where ±20% are 

accepted [13, 14]. These requirements have been subject to 

criticism in the analysis of the Conference Report by 

Hartmann et al. [5]. They concluded from statistical 

considerations that it is not realistic to apply the same 

acceptance criteria at different levels of precision 

(repeatability, reproducibility) as RSD under 

reproducibility conditions is usually considerably greater 

than under repeatability conditions. Furthermore, if 

precision and bias estimates are close to the acceptance 

limits, the probability to reject an actually acceptable 

method (b-error) is quite high. Causon proposed the same 



89 
Balammal G.et al. / Vol 3 / Issue 2 / 2013 / 86-92. 

 

acceptance limits of 15% RSD for precision and ±15% for 

accuracy (bias) for all concentration levels [2]. 

The guidelines established by the Journal of 

Chromatography B required precision to be within 10% 

RSD for the high QC samples and within 20% RSD for the 

low QC sample. Acceptance criteria for accuracy (bias) 

were not specified there [11]. Again the proposals on how 

many replicates at each concentration levels should be 

analyzed vary considerably. The Conference Reports and 

Journal of Chromatography B guidelines required at least 

five replicates at each concentration level [11, 13, 14]. 

However, one would assume that these requirements apply 

to repeatability studies; at least no specific 

recommendations are given for studies of intermediate 

precision or reproducibility. Some more practical 

approaches to this problem have been described by 

Wieling et al. [17], Causon [2] and Hartmann et al. [6]. In 

their experimental design, Wieling et al. analyzed three 

replicates at each of four concentration levels on each of 

five days. Similar approaches were suggested by 

Causon(six replicates at each of four concentrations on 

each of four occasions) and Hartmann et al. (two replicates 

at each concentration level on each of eight days). All three 

used one-way ANOVA to estimate within-run precision 

(repeatability) and between-run precision (intermediate 

precision).  

In the design proposed by Hartmann et al. the 

degrees of freedom for both estimations are most balanced, 

namely eight for within-run precision and seven for 

betweenrun precision. In the information for authors of the 

Clinical Chemistry journal, an experimental design with 

two replicates per run, two runs per day over 20 days for 

each concentration level is recommended, which has been 

established by the NCCLS [12]. This not only allows 

estimation of within-run and between-run standard 

deviations, but also of within-day, between-day and total 

standard deviations, which are in fact all estimation of 

precision at different levels. However, it seems 

questionable if the additional information provided by this 

approach can justify the high workload and costs compared 

to the other experimental designs. Daily variations of the 

calibration curve can influence bias estimation. Therefore, 

bias estimation should be based on data calculated from 

several calibration curves [6]. In the experimental design 

of Wieling et al., the results for QC samples were 

calculated via daily calibration curves.  

Therefore, the overall means from these results at 

the different concentration levels reliably reflect the 

average bias of the method at the corresponding 

concentration level. Alternatively, as described in the same 

paper, the bias can be estimated using confidence limits 

around the calculated mean values at each concentration 

[17]. If the calculated confidence interval includes the 

accepted true value, one can assume the method to be free 

of bias at a given level of statistical significance. Another 

way to test the significance of the calculated bias is to 

perform a t-test against the accepted true value.ven 

methods exhibiting a statistically significant bias can still 

be acceptable, if the calculated bias lies within previously 

established acceptance limits. Other methods for bias 

evaluation can be found in ref. [6]. 

 

Limits 

Lower limit of quantification (LLOQ) 

The LLOQ is the lowest amount of an analyte in a 

sample that can be quantitatively determined with suitable 

precision and accuracy (bias) [7, 14]. There are different 

approaches to the determination of LLOQ. 

 

LLOQ based on precision and accuracy (bias) data  

This is probably the most practical approach and 

defines the LLOQ as the lowest concentration of a sample 

that can still be quantified with acceptable precision and 

accuracy (bias). In the Conference reports, the acceptance 

criteria for these two parameters at LLOQ are 20% RSD 

for precision and ±20% for bias. Only Causon suggested 

15% RSD and ±15% respectively [2]. It should be pointed 

out, however, that these parameters must be determined 

using an LLOQ sample independent from the calibration 

curve. The advantage of this approach is the fact, that the 

estimation of LLOQ is based on the same quantification 

procedure used for real samples[1, 2, 6-8, 13, 14]. 

 

LLOQ based on signal to noise ratio (S/N)  

This approach can only be applied if there is 

baseline noise, e.g. to chromatographic methods. Signal 

and noise can then be defined as the height of the analyte 

peak (signal) and the amplitude between the highest and 

lowest point of the baseline (noise) in a certain area around 

the analyte peak. For LLOQ, S/N is usually required to be 

equal to or greater than 10. The estimation of baseline 

noise can be quite difficult for bioanalytical methods, if 

matrix peaks elute close to the analyte peak[8, 11]. 

 

LLOQ based on standard deviation of the response 

from blank samples  

Another definition of LLOQ is the concentration 

that corresponds to a detector response that is k-times 

greater than the estimated standard deviation of blank 

samples (sbl). From the detector signal, the LLOQ can be 

calculated using the slope of the calibration curve (S) 

withfollowing formula: LLOQ = k×sbl/S (for blank 

corrected signals). 

This approach is only applicable for methods 

where sbl can be estimated from replicate analysis of blank 

samples. It is therefore not applicable for most quantitative 

chromatographic methods, as here the response is usually 

measured in terms of peak area units, which can of course 

not be measured in a blank sample analyzed with a 

selective method[8]. 
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LLOQ   based  on  a  specific  calibration  curve   in  the  

range of LLOQ  

In this approach, a specific calibration curve is 

established from samples containing the analyte in the 

range of LLOQ. One must not use the calibration curve 

over the whole range of quantification for this 

determination. The standard deviation of the blank can 

then be estimated from the residual standard deviation of 

the regression line or the standard deviation of the y-

intercept[8]. 

This approach is also applicable for chromatographic 

methods. 

 

Upper limit of quantification (ULOQ) 

The upper limit of quantification is the maximum 

analyte concentration of a sample, that can be quantified 

with acceptable precision and accuracy (bias). In general 

the ULOQ is identical with the concentration of the highest 

calibration standard [14]. 

 

Limit of detection (LOD) 

Quantification below LLOQ is by definition not acceptable 

[4, 6-8, 13, 14]. Therefore, below this value a method can 

only produce semiquantitative or qualitative data. 

However, it can still be important to know the LOD of the 

method. According to ICH, it is the lowest concentration of 

analyte in a sample which can be detected but not 

necessarily quantified as an exact value. According to 

Conference Report II, it is the lowest concentration of an 

analyte in a sample, that the bioanalytical procedure can 

reliably differentiate from background noise [7,14]. 

The approaches for estimation of the LOD are 

basically the same as those described for LLOQ under 

4.4.1.2 - 4.4.1.4. However, for LOD a S/N or k-factor 

equal to or greater than three is usually chosen [6, 8, 10, 

17]. If the calibration curves approach is used for 

determination of the LOD, only calibrators containing the 

analyte in the range of LOD must be used. 

 

Stability 

The definition according to Conference Report II 

was as follows: The chemical stability of an analyte in a 

given matrix under specific conditions for given time 

intervals [14]. Stability of the analyte during the whole 

analytical procedure is a prerequisite for reliable 

quantification. Therefore, full validation of a method must 

include stability experiments for the various stages of 

analysis including storage prior to analysis. 

 

Long-term stability 

The stability in the sample matrix should be 

established under storage conditions, i.e. in thesame 

vessels, at the same temperature and over a period at least 

as long as the one expected for authentic samples [14]. 

 

Freeze/thaw stability 

As samples are  often  frozen  an thawed,  e.g.  for  

reanalyis, the stability of analyte during several 

freeze/thaw cycles should also be evaluated. The 

Conference reports require a minimum of three cycles at 

two concentrations in triplicate, which has also been 

accepted by other authors [3, 6, 13, 14, 17]. 

 

In-process stability 

The stability of analyte under the conditions of 

sample preparation (e.g. ambient temperature over time 

needed for sample preparation) is evaluated here. There is 

general agreement, that this type of stability should be 

evaluated to find out, if preservative have to be added to 

prevent degradation of analyte during sample preparation 

[3, 6, 14]. 

 

Processed sample stability 

Instability cannot only occur in the sample matrix, 

but also in prepared samples. It is therefore important to 

also test the stability of an analyte in the prepared samples 

under conditions of analysis (e.g. autosampler conditions 

for the expected maximum time of an analytical run). One 

should also test the stability in prepared samples under 

storage conditions, e.g. refrigerator, in case prepared 

samples have to be stored prior to analysis [3, 4, 6, 14, 17]. 

For more details on experimental design and statistical 

evaluation of stability experiments see references [3, 4, 6]. 

Stability can be tested by comparing the results of 

QC samples analyzed before (comparison samples) and 

after (stability samples) being exposed to the conditions for 

stability assessment. It has been recommended to perform 

stability experiments at least at two concentration levels 

(low and high) [3, 4, 6, 17]. For both, comparison and 

stability samples, analysis of at least six replicates was 

recommended [6]. Ratios between comparison samples and 

stability samples of 90-110% with 90% confidence 

intervals within 80-120% [6] or 85-115% [3] were 

regarded acceptable. Alternatively, the mean of the 

reference samples can be tested against a lower acceptance 

limit corresponding to 90% of the mean of the comparison 

samples [2, 6]. 

 

Recovery 

As already mentioned above, recovery is not 

among the validation parameters regarded as essential by 

the Conference reports. Most authors agree, that the value 

for recovery is not important, as long as the data for 

LLOQ, (LOD), precision and accuracy (bias) are 

acceptable [1, 2, 4, 6, 10, 14]. It can be calculated by 

comparison of the analyte response after sample workup 

with the response of a solution containing the analyte at the 

theoretical maximum concentration. Therefore absolute 

recoveries can usually not be determined if the sample 

workup includes a derivatization step, as the derivatives 

are usually not available as referencesubstances. 

Nevertheless, the guidelines of the Journal of 



91 
Balammal G.et al. / Vol 3 / Issue 2 / 2013 / 86-92. 

 

Chromatography B require the determination of the 

recovery for analyte and internal standard at high and low 

concentrations [11]. 

 

Ruggedness (Robustness) 

Ruggedness is a measure for the susceptibility of 

a method to small changes, that might occur during routine 

analysis like small changes of pH values, mobile phase 

composition, temperature etc. Full validation must not 

necessarily include ruggedness testing; it can however be 

very helpful during the method development/prevalidation 

phase, as problems that may occur during validation are 

often detected in advance. Ruggedness should be tested, if 

a method is supposed to be transferred to another 

laboratory [6-8, 10]. 

 

Implications for Forensic and Clinical Toxicology 

Almost all of the above mentioned publications 

referred to bioanalytical methods for bioavailability, 

bioequivalence or pharmacokinetic studies. This field is of 

course very closely related to forensic and clinical 

toxicology, especially if only routine methods are 

considered. Therefore, it seems reasonable to base the 

discussion concerning method validation in toxicological 

analysis on the experiences and consensus described above 

and not to start the whole discussion anew. In the 

following, possible implications for forensic and clinical 

toxicology will be discussed. 

 

Validation parameters 

Selectivity  

During pharmakokinetic studies (therapeutic) 

drugs are usually ingested under controlled conditions. 

Therefore, there is no need to prove the ingestion of this 

drug. Due to this fact the selectivity evaluation can be 

based on the acceptability of precision and accuracy data at 

the LLOQ. This approach is quite problematic for forensic 

and clinical toxicology, where analysis is often performed 

to prove ingestion of an (illicit) substance and therefore, 

qualitative data are also important. Here the approach to 

prove selectivity by absence of signals in blank samples 

makes much more sense. The confinement of Conference 

Report II [14] to only study one source of blank matrix for 

methods employing MS detection does not seem 

reasonable for toxicological applications because of the 

great importance of selectivity in this field. However, 

discussion is needed how many sources of blank samples 

should be analyzed and if this should depend on the 

detection method. 

 

Calibration model 

The use of matrix based calibration standards 

seems also important in toxicological analysis, in order to 

account for matrix effects during sample workup and 

measurement (e.g. by chromatographic methods). 

Consensus should be reached on how many concentration 

levels and how many replicates per level should be 

analyzed. From our own experience six levels with six 

replicates each seems reasonable. Weighted calibration 

models will generally be the most appropriate in 

toxicological analysis, as concentration ranges of analytes 

in toxicological samples are usually much greater than in 

samples for pharmacokinetic studies. Homoscedasticity, a 

prerequisite for unweighted models, can however only be 

expected for small calibration ranges. 

 

Accuracy (precision and bias) 

There is no obvious reason to evaluate these 

parameters in another way than has been described above. 

Due to the often higher concentration ranges, it might be 

reasonable to also validate the analysis of QC samples 

containing concentrations above the highest calibration 

standard after dilution or after reduction of sample 

volumes, as it has been described by Wieling et al. [17] 

and Dadgar et al. [4]. The latter has also described the use 

of QC samples with concentrations below those of the 

lowest calibration standard using greater sample volumes. 

 

Limits 

The same approaches and criteria as those 

described above could be used. All approaches have been 

described to lesser or greater extent in international 

publications, especially for the determination of LOD. 

Nevertheless, it seems important to reach consensus on this 

matter at least for forensic and clinical toxicology, as 

reliable detection of a substance is one of the most 

important issues in toxicological analysis. At this point it 

must be stressed that for the estimation of LOD and LLOQ 

via a special calibration curve, the calibration samples 

must only contain the analyte at concentrations close to 

LOD and LLOQ. Use of the calibration curve over the 

whole range may lead to overestimation of these limits. 

 

Stability 

The greatest problems encountered during 

stability testing for bioanalytical methods in forensic and 

clinical toxicology is the fact, that there is great number of 

different sampling vessels. Furthermore, the used 

anticoagulants also differ. Both facts make it difficult to 

assess longterm stability, as the workload to analyze all 

possible combinations of vessels and anticoagulants is of 

course far to great. However, for some analytes relevant 

for forensic and clinical toxicology (e.g. cocaine, GHB) 

stability problems with different sampling vessels have 

been reported. Therefore, the relevance of this parameter 

for forensic and clinical toxicology has to be discussed 

extensively. Agreement on a single type of vessels to use 

for sampling of toxicological samples would probably be 

the easiest solution. Another problem is the fact, that 

storage conditions prior to arrival in the laboratory are not 

known. So this matter will also have to be discussed. 
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Recovery 

Recovery does not seem to be a big issue for 

forensic and clinical toxicologists as long as precision, 

accuracy (bias), LLOQ and especially LOD are 

satisfactory. However, during method  

 

CONCLUSION 

There are only a few principle differences 

concerning validation of bioanalytical methods in the fields 

of pharmacokinetic studies and forensic and clinical 

toxicology. Therefore, it seems reasonable to base the 

discussion on validation in the field of toxicology on the 

experiences and consensus already existing in the closely 

related field of pharmacokinetic studies for registration of 

pharmaceuticals and focus the discussion on those 

parameters, which are of special importance for 

toxicologists, i.e. selectivity, LOD, LLOQ and stability. 
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